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Abstract

Purpose: The present article aims to analyze research conducted in the field of automatic
music classification, distinguishing the major research patterns in Iranian traditional and Western
music classification comparatively for the first time.

Method: A literature review was conducted on Western and Iranian traditional music. To
locate all relevant publications and documents, appropriate English and Persian keywords were
used to search leading Iranian databases such as Noormags, Magiran, Irandoc, Elamjoo, and
university library OPACs. English keywords were also applied in global citation databases,
including Scopus, Google Scholar, and Web of Science. Relevant terms were identified by
referencing various texts on Western, Asian, and Iranian music, as well as sources related to
automatic detection.
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Findings: The results showed that the methods used in each of the three main stages of
detection-including pre-processing, audio feature extraction, and recognition-differ between
Western and Iranian traditional music due to the different attributes and nature of each music
genre.

Conclusion: This study can aid in the development of algorithms and methods for automatic
music identification, contributing new knowledge to the field of music and technology by
providing a comprehensive and comparative analysis of scientific works in the field of Automatic
Music Classification. Additionally, selecting a method suitable for Iranian traditional music-
which ultimately would lead to the automatic detection of melody models and keys-requires a
comprehensive and accurate knowledge of the components of this music genre, which is now
neglected in related research. The findings of this study can be valuable to researchers, artists, and
music enthusiasts, enhancing our understanding of music as an art form.

Keywords: Music information retrieval, Automatic music classification, Western music,
Iranian traditional music.
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1. Introduction

Information retrieval is the science of searching for documents and
information, as well as metadata related to these documents. In practice,
although there are overlaps and similarities between data recovery for audio
and textual information, each has its own theoretical foundation, structure,
and technology. The data retrieval process begins when the user submits
the query to the system. These queries are matched with the information in
the database depending on the application and type of information, i.e. text,
image, audio, etc. (Gavahian Jahromi, 2010, p. 30). Many academic and
public libraries use metadata retrieval systems to access scientific
resources, including books, journals, conference papers, audio and video
files, and other documents. Nowadays, people expect more from the virtual
world, and among them, music fans want to access the intended piece or
work of music online and meet their musical information needs by
searching and browsing music informational databases (Aucouturier &
Pampalk, 2008).

The field of Music Information Retrieval (hereafter MIR) is one of the
subfields of information retrieval, which tries to organize music items,
determine the relationships among musical data, or even produce music
pieces, and strives to meet the real needs of professional and non-
professional music consumers. Musical data include bibliographic data
(such as artist’s name, genre, and type of music or year), textual data (such
as data available on official websites, blogs, or news articles), social data
(people who purchase or share an album or monophonic music), or acoustic
or musicological information (such as data extracted from audio signals
and/or MIDI files) (Bello, 2007).

MIR has an interdisciplinary nature and a community of international
researchers in various fields who are developing it continually (Vafaeian,
2018, p. 31). This field is based on sciences such as musicology,
mathematics, statistics, sound engineering, computer science, information
science, librarianship, cognitive psychology, linguistics, human-
information interaction, law, and business (Downie, 2003, p. 296), and each
of them considers MIR from a specific aspect. Therefore, this field attempts
to solve problems in music and meet the information needs of various
music enthusiasts through synergizing and applying knowledge from
various fields. Automatic music identification and MIR are also helpful for
indexing different genres and national music.

In short, the interdisciplinary field of MIR, that sometimes synonymous
with the term “music informatics”, is a set of activities to analyze and
describe musical or acoustic content by using digital signal processing,
artificial intelligence, and other computational methods. “Music
technology,” which goes beyond the field of MIR, is considered a more
general term, and research areas such as musical interaction, performance
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modeling, and music cognition fall into this category (Heydarian, 2016, p.
35).

Automatic music analysis and processing have been the focus of the
research field MIR for nearly half a century. The term MIR was first used
by Michael Kassler (1966) in the journal Perspectives of New Music. The
MIR acronym was the title of a programming language for music
developed under the direction of Tobias Robison in collaboration with
Hubert, Howe and Kassler during a research project at Princeton University
(Kassler 1966: 59). The International Society for Music Information
Retrieval (ISMIR) has been holding annual meetings and conferences on
music-related data since 1999, which is one of the most important events
in this field (Heydarian 2016: 34-35). With the availability of more musical
data in recent decades, MIR researchers have tried to create methods to
automatically extract meaningful descriptors from audio files — a subfield
known as “automatic music classification.”

Most of the existing research on automatic music classification (AMC)
has focused on Western music and genres. In general, these research
studies can be divided into six main categories: genre classification,
musical instruments, mood classification, similarity in musical pieces or
non-original music, chord detection, and scale/tonality/melody detection.
However, research in the field of MIR in oriental music in general and
Iranian traditional music, in particular, is far sparser than Western music,
both in terms of the number and the variety of research methodologies.

The present work is an attempt to review the research conducted in the
field of AMC in Western and Iranian classical music exhaustively and
comparatively, which is done for the first time. Therefore, in the following
sections, some research in the field of AMC related to Western classical
music is presented, and then, by systematic search in the relevant literature,
the position of the research on automatic retrieval of Iranian classical music
information is analyzed. It should be noted that, except for studies related
to the classification and identification of music genres in Western music,
only classical or traditional music of the countries is considered, and other
genres of music (such as pop, jazz, local, and regional music, etc.) have not
been included in this research.

Carrying out such a comparative study can reveal the differences and
similarities in automatic identification techniques of Western and Eastern
music based on the analysis of patterns, features, and structures present in
Western and Eastern music. This study can contribute to the development
of algorithms and methods for automatic music identification and offer new
insights in the field of music and technology that can lead to an
improvement in our understanding and comprehension of this art.
Therefore, the findings of this research can be valuable for researchers,
artists, and music enthusiasts in this regard.
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2. Automatic Classification of Western music

Some of the research on MIR are related to classifying, clustering,
modeling, extracting monophonic and polyphonic musical features, pattern
matching and identifying similarities among audio tracks (Gavahian
Jahromi 2010: 30). The types of classifications in this area also include a
wide range of topics such as identifying the artist (i.e. musician/singer),
recognizing the origin of the music or the mood that the music creates,
automatically separating and recognizing the instruments used in orchestral
performances, music note recognition and automatic key/mode/scale
recognition in a musical piece (Vafaeian 2017: 31). Accordingly, the
classification and automatic detection of music also seek to help this field
by analyzing the theoretical foundations of Western music on the one hand
and the application of machine learning techniques like Support Vector
Machine (SVM) on the other.

The number of studies conducted in the field of AMC in Western music
is considerable in a way that they can be classified into six main categories
as follows: automatic genre classification, musical instrument recognition,
automatic music mood/emotion classification of tracks, similar or non-
original musical works, chord identification, and melody/scale/key/tonality
detection. This categorization is presented for the first time based on a
literature review into automatic identification of Western music by the
authors.

2-1. Automatic Genre Classification

Extensive research has been done on music retrieval in areas such as
instrument recognition, rhythm extraction, music tracks and so forth
(Habibi Aghdam and Homayounpour 2010: 33). In the meantime, the
number of the research on MIR confirms that music genre classification is
more popular than the other topics to the point that more than half of the
research published in the journal International Association for the Music
Information Retrieval is published on this topic. Most of the current music
genre classification techniques uses machine learning techniques
(Vishnupriya, and Meenakshi, 2018). On the other hand, Feature Extraction
is the most crucial task for audio analysis. Tzanetakis (2015: 64) argues
that one of the practical applications of audio features extraction is the
classification of different genres of music, as one of the most common
research methods of most case studies.

Automatic retrieval of music genres includes finding tracks that belong
to a particular genre. As a result, the growing research related to automatic
classification of Western music based on content has led researchers to
consider exploring such features as the number of words uttered per minute,
the number of words per line of the lyric, or signs such as semicolons,
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tempo and rhythm of the music piece, or using different audio features to
distinguish different genres of Western music such as pop, jazz and
traditional. For example, Xu et al. (2003) classified different genres of
Western music using the SVM learning method and features like spectral
coefficient, zero-crossing rate and Mel frequency coefficient
(Abdollahzadegan, Jafari and Dirand 2014: 918).

At present, there are challenges such as ineffective categorization, low
precision, and time-intensive processes in current automated music genre
classification methods and Lina (2022) propose a novel approach using
deep belief networks and sparse representation for more effective genre
classification. Another proposed method for classifying the genre of
Western music is to recognize the type of certain instruments used in the
music track. For example, the electric guitar is used more in rock music
than in Western traditional music. Also, different genres of Western music
can be classified within a certain range of rhythm and tempo of the music
piece and therefore they can be distinguished from each other. Aiming at
the problems of poor classification effect, low accuracy, and long time in
the current automatic classification methods of music genres, an automatic
classification method of music genres based on deep belief network and
sparse representation is proposed.

Some of the conducted research on automatic classification of music
genres are: Ndou, Ajoodha and Jadhav (2021), Cheng et al. (2021), Ceylan,
Hardalag, Kara and Hardalag (2021), Kikuchi, Aoki, and Daobashi (2020),
Henrique Foleiss, and Fernandes Tavares (2020), Vishnupriya, and
Meenakshi (2018), Rosner, and Kostek (2018), Aguiar, Costa, and Silla
(2018), Karkavitsas and Tsihrintzis (2012), Baniya, Lee and Li (2014),
Ariyaratne and Zhang (2012), Aryafar, Jafarpour and Shokoufandeh
(2012), Chen, Chen and Truong (2012), Yang et al. (2011), Seyerlehner,
Widmer and Knees (2010), Vélkel et al. (2010), Simsekli (2010), Silla and
Koerich (2010).

2-2. Automatic Mood Classification of Music Tracks

Emotions play a major role in terms of our preferences, choices, and
decision-making. The mood is the state of emotion perceived by a music
listener while listening to a music track. However, these two words are used
interchangeably in the literature. In other words, the music we listen to, the
emotions it influences, and the resulting mood are all interrelated
(Chaturvedi et al. 2022). Music automatically enters into daily human life
and expresses emotions, synchronizing the listener's emotions. The current
mental state of a person is linked to music, and recognizing human
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emotions based on sound, rhythm, harmony, melody, and timing is a
complex process.

One of the emerging domains in MIR over the past 20 years has been
the mood classification of music. Automatic music mood classification
based on emotion in music tracks could be divided into several general
categories: epic, romantic, happy, sad, scary, mellow, upbeat, aggressive,
and so on. Some common machine learning techniques for music mood
classification are multilayer perceptron (MLP), support-vector machine
(SVM), and Naive Bayes.

For example, Krishnaiah, A. & Divakarachari, P. B. (2021) proposed
hybrid spectral feature extraction technique extracted and combined the
spectral features of audios such as Spread, centroid, skewness, Mel
Frequency Cepstrum Coefficients (MFCCs) and Linear Predictor
Coefficients (LPCs) reduced the dimensionality complexity enhanced the
success rate of the Multi-Support Vector Machine (MSVM) classifier for
Indian mood classification.

Chaudhary, D., Singh, N.P. & Singh, S. (2019) believe that the
classification models used for predicting emotions were not very efficient.
They propose a novel approach named “hashtag graph generation” for
automatic emotion detection. The method consists of two steps: a training
process and a testing process. It is compared with support vector machines,
the k-nearest neighbor approach, and a convolutional neural network in
terms of accuracy, precision, recall, specificity, F-measure, geometric
mean, root mean square error (RMSE), and computational cost. This
technique achieves the best performance across all evaluation parameters.

Some of the research in mood classification would include Han, D. et
al. (2022), Chaturvedi et al. (2022), and Rajan et al. (2021). Das, Satpathy,
and Debbarma (2021), Mo and Niu (2019), Bhattarai and Lee (2019), Hu,
Choi and Downie (2017), Ren, Wu and Roger Jang (2015), Mokhsin et al.
(2014), Sturm (2012), Ujlambkar and Attar (2012), Panagakis and
Kotropoulos (2011), Laurier, (2011), Sun and Tang (2009) and Skowronek,
McKinney and Van De Par (2006).

2-3. Recognition of Musical Instruments

One of the most important challenges in describing music is the accurate
recognition of instruments within audio data. Automatic music
classification serves as the foundation for various advanced Al applications
in the musical domain, such as automatic multi-instrument classification
and information extraction from polyphonic audio (Mahanta, Basisth,
Halder, et al., 2023). One of the earliest comprehensive studies on the
classification and recognition of musical instruments was conducted by
Herrera-Boyer, Peeters, and Dubnov (2003). This research identified two
practical applications of musical instrument classification: “labeling”

Jrroe‘wobwns//:sdny
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monophonic recordings, sound samples within sample libraries, or new
patches created with a given synthesizer; and “indexing,” which involves
recognizing the main instruments in a musical mixture (for example,
identifying a saxophone solo in the middle of a song). According to this
study, solving the first problem (labeling) is easier than addressing the
second (indexing).

The logical approach to recognizing instruments is the initial separation of
sounds based on different audio sources and then segmenting and
classifying these tracks. In other words, research on classification has
focused more on isolated sounds, assuming that the separation and
segmentation have already been performed. This implies the use of a sound
sample collection (usually isolated notes) consisting of different classes
and instrument families (Herrera-Boyer, Peeters, and Dubnov 2003: 4).

Once the audio segmentation is complete, the tracks need to be labeled.
Two different families of algorithms can be used for assigning labels: If the
labels are known in advance, pattern recognition, discrimination, or
supervised learning techniques are appropriate choices. However, when the
labels are unknown and must be inferred from the data, unsupervised
learning or clustering techniques are more suitable (ibid., p. 3).

As Liu and Wan (2001) mentioned, among a wide range of features
extracted, the best feature set was selected by the Sequential Forward
Feature Selection (SFS) method, and then the instruments were classified.
Firstly, 58 features were extracted for each record in a music database,
containing 351 audio files. Then, the extracted features were normalised by
the mean and standard deviation. The best feature set was selected for high-
precision classification, and then a new feature was created from a
combination of previous features to minimise the amount of classification
error. This process continued until all features were selected. The length of
the audio files varied from 0.1s to about 10s, and each audio file was
divided into 256 sample windows, with half of the adjacent windows
overlapping. Compared to the comprehensive search approach requiring a
lot of computation time, the SFS software can be used to create an
optimised feature set in less time.

In the most recent studies for music automatic classification (such as Ke,
Lin, and Sharma, 2021; Koszewski and Kostek, 2020; Solanki and Pandey,
2019; Gururani, Sharma, and Lerch, 201,9, and Jeyalakshmi,
Murugeshwari, and Karthick, 2018), Deep Neural Network (DNN) and
Deep Convolutional Network (CNN) are the most common classifiers;
others are HMM, SVM, and KNN. Feature extraction algorithms, such as
MFCC, PL, P, and RASTA-PLP, ZC, R, are used before this step. There
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are also larger datasets, such as OpenMIC are used for polyphonic
instrument recognition.

One of the rare research studies on the classification of Iranian musical
instruments was conducted by Mousavi, M. H., and Prasath, V. B. S.
(2019). In this study, features such as Mel-Frequency Cepstral Coefficients
(MFCCs), Spectral Centroid, Zero Crossing Rate (ZCR), and Entropy
Energy were utilized. For feature selection, the Fuzzy Entropy measure was
applied, and classification was performed using a Multi-Layer Neural
Network (MLNN). These features were extracted from audio signals in a
novel database containing samples from seven Persian musical instrument
classes: Ney, Tar, Santur, Kamancheh, Tonbak, Ud, and Setar.

2-4. Automatic Detection of Similarity or Non-Original Music

For those who intend to perform previously published music tracks, it
is necessary to obtain permission from the original producers (i.e.,
composers and musicians) to avoid copyright infringement. Therefore,
distinguishing original works from non-original ones is a key concern for
musicians and the music industry.

On the other hand, due to the large volume of music tracks, manual
detection may be difficult or even impossible. Therefore, automatic
identification and separation of the two groups (i.e., original pieces and
non-original ones) has been explored by researchers in the field of Music
Information Retrieval (MIR). Automatic identification of cover songs is
useful for a wide range of applications, from organizations involved in
licensing copyrighted music to fans seeking new versions of their favorite
songs (Bertin-Mahieux and Ellis, 2011).

The term a non-original piece of music or a previously recorded song or
track. In other words, a cover song is a new recording or performance of a
song originally recorded by a different artist (Chen et al., 2015).

Many approaches have been proposed for this task (e.g., Serra, Gomez,
& Herrera, 2010, pp. 108-311). A may differ from the original in terms of
key, structure, timbre, tempo, arrangement, or vocal language.
Consequently, cover song identification has recently attracted considerable
attention. However, most state-of-the-art methods rely on similarity search,
which requires a large number of similarity computations to retrieve
potential cover versions for a query recording (Silva, de Souza, & Batista,
2015).

2-5. Automatic Chord Recognition (ACR)

A chord is any harmonic set of frequencies consisting of multiple notes
(also called "pitches™) that are heard as if sounding simultaneously. In other
words, the simultaneous sounding of three, four, five, six, or seven different

Jrroe‘wobwns//:sdny
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notes is called a chord, from which the triad chord is the simplest and most
common type of chord. In this type of chord, a triad is created by basing
each of the notes of a scale as the onset point (root) and by adding the other
two notes called the third and fifth of the chord (Fleser 2010: 21-22). There
are four types of triad chords: major, minor, augmented, and diminished.
Automatic chord detection is an important task in the analysis of music
transcription and can contribute to applications such as structural
segmentation and key detection.

The first research on the field of Automatic Chord Recognition (ACR) was
done by Fujishima in 1999. Since then, the field has evolved significantly
from early knowledge-based systems towards data-driven methods, with
neural networks (Pauwels, O'Hanlon, Gomez, Sandler, 2019) and deep
learning methods. With the advances of machine learning technologies,
data-driven feature extraction and sequence modeling approaches are being
widely explored for automatic chord recognition tasks (Wu & Li, 2019).

Using chromagram, Harte and Sandler (2005) presented an algorithm that
calculates the Constant-Q transformation that leads to automatic chord
recognition. In this study, a chromogram consisting of 36 binaries was used
to determine the exact location of the semitones. Then, each of the three
adjacent bins was merged to form a 12-bin semitonic chromogram, and
then compared with 48 triad chord patterns. The chromogram that had the
most energy is assigned to the corresponding chord. The overall accuracy
of the results was 53.9% to 77.9%.

Sheh & Ellis (2003) also developed an algorithm for recognizing chords
using the chroma feature (i.e., Pitch Class Profiles: PCP) and Markov's
hidden model. In this model, the data are trained using the Expectation
Maximisation (EM) algorithm. The recognition accuracy on 20 tracks of
the Beatles database was 75%. Moreover, this study showed that for
recognizing chords, the chroma feature is better than the cepstral
coefficients.

Some other recent studies in ACR are: Hernandez, Guerrero, and Macias-
Diaz, 2022; Mabpa et al., 2021; Pauwels, O'Hanlon, Gdmez, Sandler, 2019;
and Wu & Li, 2019.

2-6. Automatic Detection of Scale, Tonality and Melody Similarity

To recognize the scale (or key) of a music track, it is first necessary to
identify the pitch set of the track. In addition to identifying the tonic note
(the most stable pitch), it is also required to determine the hierarchical
relationship of other pitches in the pitch set (c 2002: 18). Noland (2009: 23-
24) divided key recognition methods of the Western music into three
general categories:
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— The method based on music theory: In this case, patterns based on
diatonic-scale degrees (major and minor) are created. Thus, based
on the chromatic scale, the notes that are used in this pattern are
assigned 1 and other notes are assigned 0.

— The method based on cognitive studies: In this method, instead of
assigning 0 or 1 for notes (tones), the patterns are weighted based
on the importance of each note.

— The method based on collecting statistics of real music: For doing
so, diatonic intervals are determined and weighted based on real
data and the music tracks themselves and not only based on the
theoretical fundamentals of the music (quoted by Heydarian 2016:
36).

Noland (2009) proposed an algorithm for estimating and recognizing
the tonality of a music track using signal processing and a hidden Markov
model. This study demonstrated that reducing the sampling frequency by a
factor of 16 decreases computational cost and generally slightly improves
scale detection results. Noland (2009, p. 3) also noted that there is no single
ideal set of parameters applicable to all music genres; however, by
adjusting parameters for each genre, more accurate results can be achieved.

Some studies, such as Chew (2002), have focused on scale changes and
modulation. Although Chew acknowledged the difficulty of identifying the
boundary points where modulation occurs, he addressed this challenge by
introducing a novel geometric model for detecting tonality, called the spiral
array, along with a boundary search algorithm. The spiral array is a spatial
representation of classes of pitches, chords, and scales that serves as the
foundation for recognizing the tonality of musical pieces (Chew 2002, p.
19).

Izmirli (2006: 127-132) suggests two models for finding the key (scale):
a model based on correlation and a model based on tonality representation
with smaller dimensions. The first model is based on confidence-weighted
correlation while the second one is the first model’s independently
confirmed performance to be used as a benchmark to evaluate the second
model. The results of this study showed that the best scale recognition
performance remains almost constant from 12 dimensions down to 6,
which means a tonal representation with at least 6 dimensions can be used
to capture the essential portion of information.

In general, the automatic recognition process in Western music can be
divided into three general steps: pre-processing, audio features and
recognition. The pre-processing stage includes two sub-stages: framing
signals and data normalisation. The second stage includes three sub-stages
of extraction, selection and creating the feature vector. The last step is
usually done using one of the machine learning or pattern recognition
techniques (Figure 1).
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Figure 1. The main steps of automatic detection in Western music

3. Automatic Recognition of Iranian Traditional Music: A Literature
Review

Iranian music could be categorised under the broader family of music,
hich is called “modal music” in international musicology. Closer
embers of this family in Eastern music are Arab and Turkish. In the
advanced or traditional performance form of this family, the Avaz (songs)
or Mugams are combined to form a set of "multimode" systems in Iranian
traditional music that is called “Dastgah” (Talai 2015: 11).

Broadly speaking, the mode is defined as the underlying skeleton of the
structure of the Dastgahs/Avazes and the Dastgah is a multi-mode cycle
consisting of melodies of modes organised in a cyclical pattern. Avaz can
also be considered as sub-keys or its derivative that is almost similar to the
Dastgah in terms of model status. However, Avaz has a simpler structure
than Dastgah (Asadi 2004: 46, 51; Talai 2015: 11).

Importantly, the term "Dastgah™ in Iranian traditional music is
somehow equivalent to the "Diatonic Scale or Key/scale" in Western
music, "Raga/Raag" in Indian, "Mugam" in Turkish and "Magam" in
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Arabic music. There are seven main Dastgahs in Iranian
classical/traditional music including Mahour, Shur, Sehgah, Chahargah,
Homayoun, Nava and Rastpanjgah. A sequence of eight consecutive
notes/tones that have a ratio of certain intervals from each other is called a
diatonic scale in Western music. To simplify the concept of the Dastgah in
Iranian music, the same definition is sometimes used in which each of the
seven Dastgahs differ in scales on a same octave.

Iranian traditional music is a delicate and profound art form with a rich
cultural heritage. Three key characteristics define this music: 1) the
extensive Iranian repertoire (Radif) and its melodic framework (Gusheh),
2) the unique complexities and intricacies in the interval patterns across
seven scales, and 3) the diverse and subtle performance techniques. These
features contribute to the challenges in learning and teaching this music,
particularly due to its reliance on memory, which can lead to ambiguity.
Therefore, the automatic identification of Iranian traditional music would
greatly assist learners, performers, enthusiasts, and students with varying
levels of musical knowledge by simplifying the learning process and
enhancing its quality. Ultimately, this advancement would help promote
Iranian traditional music among diverse social groups and within the
international music community.

3-1. Literature Search Strategy

To locate all relevant publications and documents in both English and
Persian, keywords were searched in key lIranian databases, including
Noormags, Magiran, Irandoc, Elamjoo, and the Online Public Access
Catalogues (OPAC) of university libraries. Additionally, English keywords
were used to search global citation databases such as Scopus, Google
Scholar, and Web of Science. The keywords were derived by consulting
various texts on Western, Asian, and Iranian music, as well as retrieved
sources in the field of automatic detection. Ultimately, 15 sources related
to the automatic detection of Iranian traditional music were identified and
analysed.

The total number of studies conducted specifically to classify the keys
(Dastgahs) and melody models (Gushehs) of Iranian traditional music was
15, one of which (Heydarian 1999) only dealt with the issue of determining
the base frequency of a note in an Iranian musical instrument and has not
considered key and melody model detection. Out of the 15 studies
conducted, only three were published between 1999 and 2010 (Heydarian
1999; Darabi 2003; Gavahian Jahromi 2010), while the remaining 12 were
published from 2011 to 2019 (see Table 1). This indicates a significant
increase in attention to this issue in recent years. Examining the list of
sources and their publication dates reveals that, except for three studies, the
rest were conducted independently and concurrently. More importantly,
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due to either a lack of awareness or limited access to related and similar
sources, these studies did not reference previous work. Additionally, of the
15 studies, six were written in English, while the remainder were in Persian.
Of these 15 research projects, 10 were dissertations (1 undergraduate, 7
master's, and 2 doctoral) and 5 were scientific articles (3 conference papers
and 2 journal papers). Over time, the desire to publish works in the form of
articles has increased. Also, the main specialty of the 10 authors of these
works was electronic engineering. The scientific disciplines and majors of
the other authors included computer engineering, sound engineering,
mechanical engineering, mathematical sciences, biomedicine, and
information science. Except for Vafaeian (2019), who attempted to
automatically identify and distinguish between melody models (Gushehs),
the other researchers focused on recognizing the main keys (Dastgahs) in
Iranian traditional music. Based on the data collected, most of these
researchers lacked sufficient mastery of the theoretical foundations of
Iranian traditional music, including the significant differences between
Gushehs and Dastgahs. Consequently, their understanding of the key,
melody model, and repertoire in this genre has often been inadequate.

Table 1. A detailed overview of the works retrieved from the literature review
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Electronic Engineering
Master's Dissertation (Tarbiat Modarres University)
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Darabi (2003)
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Training method (classifier)
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Data collection conditions
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Number of Evaluated music tracks

Length of track cuts
(second)

Frequency window length (milliseconds) and other audio file
features

Sampling frequency (Fs) (kHz)
Academic discipline
Genre
Author (year)

Average overall accuracy: 71%
Setar: 64.51
Band playing: 66.67
Santur: 81.81
Ney: 90
Camancheh: 64.7
Violin: 54.54

Pitch Profile

1. Minkowski distance (rank 4)
2. Calculating the degree of similarity between the pitch profile and 4 scale patterns

4 main Dastgahs

CD and cassette tape
(from reputable music companies)
Tar: 55 tracks
Setar: 31
Band playing: 26
Santur: 21
Ney: 20
Fiddle: 15

\ZliAlin. 11

179 tracks

20-25s
512 ms (wav, hamming, 16 bins, single-channel)

441
Electronic Engineering
Master's Dissertation (Shahrood University of Technology)
Gavahian Jahromi (2010)

Moy
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Average error rate|
-Neural network:
Accuracy of key detection Mahour detection with more than 70% accuracy 87.10

- Minimum
distance: 05.14

pitch Pitch
. itc obtaining FFT an
Evaluated audio features A._.ou 20 Ummxm in each E_:Qoév mxﬁmn::@ 5

renetitive nntesq
F neural network A

Training method (classifier) RBF Artificial Neural Network (Supervised Learning) Mninimum distance
Evaluated keys/Dastgahs Mahour detection from 5 Dastgahs/ other Avazes Shur Dastgah and
Afshari Avaz
Data collection conditions Recording in a radio studio (by a musician with a certain tune) | Album of Santu
Saba repertoire
Instrument / Song Setar Dulcimer
Number of Evaluated music tracks 195 tracks 80
Length of track cuts
9 (second) 5-10 s 60 s
Frequency window length MMEMMSE& and other audio file wav, mono, bit rate 16 100 ms
Sampling frequency (Fs) (kHz) 44.1 44.1
Academic discipline Audio Engineering Electronic
Genre Master's Dissertation (Department of Broadcasting, IRIB Master's
Author (year) Mahmoodan (2012) Bayat (2013)
Moy 4 5
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Identified devices with an overall accuracy of 93%
- Neural network: 61.20
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Pitch
(Extracting notes and determining their frequency intervals)

MLP neural network (two middle layers and five neurons in each layer) -KNN
-Naive Bayes

7 Dastgahs

Recording tracks
(plaved by music teachers with tuning fork)

Tar and dulcimer

46 tracks
(42 tracks with tar and 4 tracks with dulcimer)

Complete performance of the track (whole track)

441
Electronic Engineering

Master's Dissertation (Shiraz Univer
Abdollahzadegan (2014)
6

Moy
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The window length varies and is selected based on the onset of the attack phase mp3
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Accuracy of key detection
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Number of Evaluated music tracks

Length of track cuts
(second)

features

Sampling frequency (Fs) (kHz)
Academic discipline
Genre
Author (year)

Moy

seconds) and other audio file

Average total accuracy: 74.5%

- MFCC
-ZCR
- Spectral Rolloff

- Snectral Fliix

HMM (Hidden Markov Model)
(to find the optimal model: Baum-Welch algorithm and to evaluate the
svstem performance: 10-fold cross-validation)

7 Dastgahs

Haft Dastgah training album, played by Majid Kiani (Sarv Setah Cultura
Institute)

Dulcimer

330 tracks (from 180 melody models)

30 s

30 ms
wav

32
Computer engineering (Artificial Intelligence)
Master's Dissertation (Semnan University)
Peivandi (2015)
7
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Average error rate|
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obtaining FFT an
extracting

Single-layer
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Darabi, Azimi ang
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- Detection of keys with an overall accuracy of 85%
I-The most similarity between the two keys of Mahour an

Chahargah (85%)
- The least similarity between the two keys of Segah and
Chahargah (43%)

Pitch

Fuzzy logic type 2

5 Dastgahs

CD and cassette tape

Singing (three outstanding masters) and
B small number of dulcimers, strings, trumpets and fiddleg

210 melody models

Each track was different from the other
Electronic and computer engineering
Conference Paper (AISP)

100% accuracy in detection of all
keys!

Pitch

Artificial neural network (three
layers)

5 Dastgahs

Not specified

Not specified

Not specified

Not specified

ed

Not spe

Not specified
Electronic and computer
Conference Paper (AISP)

Hajimolahoseini, Amirfattahi, &
10

Abdoli (2011)
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The superiority of the RBF kernel function in the SVM
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Violin: 72%

classifier over other methods. Detection accuracy in RBF Ney: 65

method 65 to 95% for different keys

-Pitch
- MFCC
— Inharmonicity
- Snectral Centroid
Main classifier: SVM
Other methods
KNN and MLP

(12 Dastgahs/song + Kurdish Bayat song)

Taken from five CDs

Tar and Setar
(Four unidentified musicians)

250 melody models
from the repertoire of Mirza Abdullah

20 s

3s

44,1
Electronics Engineering and Biomedicine
Journal article
Abbasi Layegh, Haghipour, ¢ Sarem (2013)
11

Singing: 56%

Pitch
(top 20 or maximum local peaks in
each window modeled from

Mahmntidan recearch)
I'hree-layer artificial neural network

bf MLP types, 30 neurons in hidder|
laver (supervised learnina)

7 Dastgahs

- Album of old singers
- Recording for Ney and violin

Ney, violin and song

348 tracks

10-20s
wav, bit rate 8

441
Mechanical engineering
Mechanical engineering
Beigzadeh & Belali Koochesfahani
12
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Moy

- Pitch Histogram
- Chroma
- Spectral Average
- Manhattan Distance (original)
-GMM
- Cross-Correlation

5 Dastgahs

- Recording tracks (for dulcimer)

Santur 11 and 12 Vault (original)
- A small number for fiddle, Ney and ensemble
instruments)

- Santur: 104
Band playing: 22
dle: 11

- Piann- 7

92.9 ms
hann window
not-overlapping

Electronics engineering, music
Ph.D. Thesis (London Metropolitan University)
Heydarian (2016)
13

Total average accuracy: 86.21%

Temporal and spectral

Deep neural network

7 Dastgahs

Violin and Ney

1137 tracks
631 Ney
506 violin

16s
510 ms

8192
Computer Engineering (Artificial
Bachelor’s Dissertation (Khajeh
Rezazadeh Azar, et al. (2019)
14
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Note recognition accuracy: 87.9%
The average accuracy of detecting melody models in the second stage
(%)

Accuracy of key detection

Tar: 82.11
Setar: 91.66
Santur: 86.66
Temporal, Spectral, Cepstral features

Evaluated audio features -Pitch
(extracting notes and determining their frequency intervals)
LDAand
Training method (classifier) Fisher scale

6 melody models in Shur Dastgah

Evaluated keys/Dastgahs .
Y/ ¢ (Daramad-e-aval, Owi, Shahnaz, Mogadameh-e-Qarcheh, Qarcheh and

3-2. Results and Discussion

Data collection conditions Recording tracks
Instrument / Song The six main melody models of Shur from Mirza Abdullah repertoire
Tar: 38
Number of Evaluated music tracks Setar: 31
Santur: 73
. Rarhat- 21
engtn ot track cuts
e Whole track
Frequency window length (milliseconds) and other audio file - 64 ms
features - Studio environment - single-channel - m4a format
Sampling frequency (Fs) (kHz) 44.1
Academic discipline Information science, music
Genre Ph.D. Thesis (Kharazmi University)
Author (year) Vafaeian (2019)
Moy 15

importantly, the absence of a

In an independent study employing the documentary-library research
most

method, all 15 studies were reviewed and compared across various aspects,
including the research framework and scope, type of database, primary
sources for the music basics section, presented suggestions, as well as
notable strengths and weaknesses. The analysis revealed that research on
comprehensive database of Iranian traditional music, the lack of integration

achieved the desired outcomes due to the absence or limited access to a
among these studies, and,

the automatic recognition of Iranian traditional musical instruments is
generally fragmented, insufficient, and incomplete. These studies have not
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comprehensive, accurate, and specialized perspective on the practical and
theoretical foundations of Iranian traditional music (Vafaeian et al., 2018).

Mahmoodan and Banooshi (2012: 6) argue that among the three features
of pitch (frequency intervals), rhythm, and resonance, only pitch plays a
role in determining Iranian musical instruments. Therefore, the most
important processing step for raw data is to obtain the spectral frequency
using the fast Fourier transform (FFT) and identify the dominant
frequencies in the track. It appears that most research conducted in the
initial stage of key detection—specifically, the detection and recognition of
notes—has relied on this same feature (Mahmoodan 2012; ¢ 2013;
Abdollahzadegan 2014; Darabi, Azimi, and Nojumi 2006; Abdoli 2011;
Hajimolahoseini, Amirfattahi, and Zekri 2012; Beigzadeh and Belali
Koochesfahani 2016). Bayat (2013) identified Navak (frequency pitch) as
the primary feature for detecting notes used in a melody model or track,
thereby facilitating the automatic classification of music. After defining the
top peaks as frequency pitches, he constructed the feature vector based on
five repetitive notes of a melody mode.

In Mahmoodan (2012) and Beigzadeh and Belali Koochesfahani (2016),
the feature vector is based on the top 20 peaks in each window. In addition
to the pitch feature, some studies have incorporated other features in
automatic key detection. For example, Abbasi Layegh, Haghipour, and
Najafi Sarem (2013) used three additional features alongside pitch: Mel-
frequency Cepstral Coefficients, inharmonicity components, and spectral
centroid. Heydarian (2016) examined three features: pitch histogram,
chroma, and spectral mean. Gavahian Jahromi (2010) utilized the pitch
profile feature. Additionally, Peivandi (2015), in research on the automatic
classification of Western music genres, employed four features—Mel-
frequency Cepstral Coefficients, zero-crossing rate, spectral roll-off, and
spectral flux—to recognize Iranian musical instruments; however, no
satisfactory results were obtained (Table 1, row 7).

Moreover, Beigzadeh & Belali Koochesfahani (2016) demonstrated that
some crucial information for recognizing Iranian musical instruments can
be extracted from the spectral frequency of an input track (signal).
However, there are additional features and factors beyond the frequency
content of the music track; neglecting or failing to extract these would
increase errors in detecting and classifying the key (Beigzadeh & Belali
Koochesfahani 2016, p. 108). In other words, despite the significant
importance of frequency and pitch features in automatic detection, it is also
necessary to consider the sequence and chronological order of the notes
alongside the spectral frequency to accurately detect the key and melody
model (Beigzadeh and Belali Koochesfahani 2016, p. 116).

In the first part of his research, Vafaeian (2019) examined the
importance of each of the 21 temporal, spectral, and cepstral features in
detecting and distinguishing the main melody models of the Shur key. For

Yey
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doing this, first, using Fisher’s scale, each of the 21 audio features is scored
in MATLAB software, and then, from among them, the top three features
are selected. Then, using the linear discriminant analysis category, the
possibility of separating the melody models from each other was examined
for each instrument separately and in general. The results showed that
among the 21 extracted features, the cepstral features obtained the highest
score in separating the melody models from each other and were in a better
state than the temporal and spectral features. However, none of these
features were able to distinguish and detect the six main melody models of
the Shur key. In the second part of this research, first, the note recognition
stage was performed on the whole music track. Afterward, by defining the
melody path and creating a database of a note-time matrix for each
representative (Moarref) phrase and then matching and examining its
similarity with the note-time matrix of each music track, the possibility of
automatic detection of the main melody models of the Shur key was
examined (Table 1, row 15).

In some of these studies, note detection has been done in the first stage.
Subsequently, to separate the keys from each other, different decision-
making and classification methods have been used, and different types of
artificial neural networks have received more attention than other methods
(8 works out of 15 works). Therefore, both in the automatic detection of
Iranian traditional musical instruments and in Western music, the
modelling and automatic detection of music using neural networks are
mostly used as a classifier and a method of teaching systems, compared to
other methods. Other types of methods used in this research include
Gaussian Mixture Models, SVM, different measurement intervals
(estimation based on minimum distance estimation, Manhattan distance
and Minkowski space), K-nearest neighbour classifier, hidden Markov
model, linear discriminant analysis, and fuzzy logic.

Although the number of studies conducted in the field of automatic
classification and detection of music outside Iranian and Western music is
significant, their function could be divided into six general groups (Figure
2): automatic classification of music genre, recognition of musical
instruments, automatic detection of the mood of musical tracks, automatic
detection of a chord, detection of melody to find a specific music track (e.g.
Track ID and Sound Hound) and automatic detection of scale (major or
minor). Moreover, some research has been conducted to extract the rhythm
of music tracks. Studies related to the classification of music genres have
gained a larger share over the past 20 years.

Jrroe°wobwins//:sdny
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Figure 2. Automatic music detection in Western and Eastern music

However, almost all studies carried out in the field of automatic
detection of Oriental music, including Iranian traditional music, have been
in the field of scale detection (with different titles such as Key, Mugam, or
z Raga) as if other functions such as the classification of genre, instrument,
2 mood and chords have not been among the concerns of Iranian music
. researchers for various reasons that need to be evaluated separately.

All 15 studies have been conducted by Iranian researchers, indicating
2 that there has been little demand for such research among non-Iranian
= scholars. When examining sources and research on Iranian traditional
music from the 1950s to the 1970s, we find a significant number of
contributions by non-Iranian researchers. However, following the Iranian
Revolution in 1979, the number of such sources declined markedly. In
other words, after this pivotal historical event, the interest in theorizing
Iranian traditional music and conducting related research diminished
significantly. Consequently, the lack of interest among non-Iranian
researchers can be extended to the field of automatic recognition of Iranian
music. Most research on automatic key detection in Iranian music has
followed a trajectory similar to the three stages observed in Western music,
as illustrated in Figure 1.
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In addition, an extensive attempt was made to find similar or identical
methods. However, the methods used in each of the three main stages of
automatic music recognition would be different between Western and
Iranian traditional music due to the different attributes and nature of each
music genre. In other words, regarding the automatic detection of melody
models and keys, it is not possible to use the same methods used in the
automatic detection of Western music without considering the features of
Iranian traditional music. The inefficient and undesirable results of most
Iranian music research also confirm this finding.

Therefore, some supervised machine learning algorithms, such as
multilayer perceptron, k-nearest neighbor classifier, and SVM, commonly
used in the classification of Western music genres, would not have good
results for automatically detecting keys and melody models in Iranian
music. For example, Peivandi (2015) treated the automatic detection of
keys (Dastgah) in Iranian music as analogous to the classification of music
genres in Western music by using audio feature extraction. However, the
concept of genre in Iranian traditional music fundamentally differs from
that in Western traditional music, as all melody models and repertoire
systems of Iranian music can be encompassed within a single genre called
"Iranian traditional music.

As Noland (2009: 3) argued, there is no definitive or ideal set of
parameters applicable to all music genres, and the accuracy of research
findings can be improved by tailoring parameters to each specific genre. In
most studies related to the automatic detection of Western music, the
selection of sound features varies depending on the requirements and
applications of automatic music detection. However, this approach has not
been applied to Iranian traditional music. Due to the unique characteristics
of Iranian traditional music—including representative phrases in each
melody model, specific musical intervals within each key and melody
model, the presence of microtones in scales and modes, Mugam, and tonic
and dominant notes specific to each melody model—it is not feasible to
fully implement the data elements, metadata, and methods used for the
automatic organization of Western traditional music in the context of
Iranian traditional music. Furthermore, research conducted thus far on the
automatic detection of Iranian traditional music, except for a few recent
studies, has not yielded satisfactory results; only the main keys of Iranian
traditional music have been detected, while the melody models remain
unidentified.

Mahmoodan and Banooshi (2012: 6) believe that among the three
features of pitch frequency (notes), rhythm, and resonance, only the pitch
frequency feature plays a role in determining Iranian musical instruments,
which does not seem to be true. Nevertheless, there are features and factors
other than the frequency content of the music track, which, if ignored or
not extracted, would lead to increased errors in the detection and
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classification of the key. In other words, despite the importance of the
frequency pitch in the automatic detection of Iranian music, all the required
information cannot be summarised in this feature.
5. Conclusion

To automatically detect the key and melody model in Iranian music, it
is essential to consider the sequential and chronological features of note
performance or rhythm in music tracks, alongside the spectral frequency.
These two elements—time and pitch frequency—together form the
melodic progression of a music track. Except for Vafaeian (2019), who
attempted to detect the melodic progression of melody models and tracks
by constructing a net-time matrix of representative phrases, thereby
enabling the separation of melody models, time and rhythm have generally
been overlooked in research on the automatic detection of Iranian music.
Although this topic has attracted researchers' attention for over a decade,
the automatic detection and classification of keys in Iranian traditional
music still require more extensive and precise efforts. Selecting a method
suitable for Iranian traditional music that ultimately facilitates the
automatic detection of melody models and keys demands comprehensive
and accurate knowledge of the components of this musical genre.
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